IEEE TRANSACTIONS ON NETWORK AND SERVICE MANAGEMENT, VOL. 18, NO. 1, MARCH 2021 793

Detection and Characterization of Network
Anomalies in Large-Scale RTT Time Series

Bingnan Hou

Abstract—Network anomalies, such as wide-area congestion
and packet loss, can seriously degrade network performance. To
this end, it is critical to accurately identify network anomalies on
end-to-end paths for high quality network services in practice.
In this work, we propose an unsupervised two-step method for
the detection and characterization of general network anomalies.
It first finds the change-points in large-scale RTT time series by
formalizing an optimization problem in terms of data series seg-
mentation. Then we mark the segments as normal or abnormal
on different sides of a change-point through exploitation of their
distribution statistics. After detecting an anomaly, a further step
is introduced to analyze the relations between links with state
changes and localize the entities (nodes or links) that most likely
cause the corresponding event. We believe such unsupervised and
light-weighed method can provide valuable insights on anomaly
mining in large-scale time series data. Extensive experiments
on both simulated (artificial time series with ground truth) and
real-network (RIPE Atlas traceroute measurements) datasets are
performed. The results demonstrate that the proposed method
can achieve better performance, w.r.t. accuracy and efficiency,
than existing solutions.

Index Terms—Network performance measurement, network
anomaly detection, time series analysis.

I. INTRODUCTION

HE IMPACT of a network anomaly includes disruption in
T network connectivity and performance degradation which
dissatisfies network users and even causes huge financial
losses [1]. Understanding and monitoring data plane condition
in real time are necessary and essential for improving network
reliability and usability. Currently, this task is difficult and
time consuming as network operators are only able to figure
out their own network’s condition, while owning poor visibil-
ity beyond their network’s boundaries. Meanwhile, network
operators will not provide researcher with real network data
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due to safety considerations. As a result, monitoring multiple
networks’ condition is difficult in practice.

In this non-cooperative situation, one of the most intuitive
and convenient way to obtain the current network condition
is by measuring the performance metric of the network. For
instance, with tools like ping and traceroute, we can obtain
massive amounts of round-trip time (RTT) data [1], [2], [3]
that depicts the delay of the network in time. The RTT-based
anomaly detection methods, though easy to be implemented,
cannot exactly distinguish whether RTT changes are caused
by anomalous network events or ‘normal’ RTT fluctuations,
namely, path changes, normal congestion and routing changes.
In addition, most prior work only carries out anomaly detec-
tion on a single link or on multiple links independently with
the correlation among abnormal links seldom investigated.
As a result, existing techniques cannot assess the impact of
events and locate the root fault point, which is essential for
diagnosing the network.

In this article, we propose an unsupervised method for
anomaly detection and characterization by analyzing the
amount and amplitude of RTT measurements of the whole
monitored network. Our method is built on a basic observa-
tion that the RTT measurements of a large number of links will
be affected with neighbor correlation when a network failure
event occurs. That is, RTT measurements passing the same
router or related links where anomaly occurs share similar
characteristics. Specifically, we attempt to detect anomaly by
finding changes in the change-point (or key-point) time series
of RTTs. Given the RTT measurements collected from the
target network, two levels of change detection are performed
sequentially by adaptively finding the optimal segmentation.

After separating the time series data with appropriate
change-points, we further characterize the events for diagnos-
ing the causes of the event. This step finds the entities (nodes
or links) that are most responsible for the detected abnormal
state changes, by analyzing the hidden relations among links.
It first utilizes a shape-based metric to calculate the pair-wise
distance between RTT time series of links with state change
during the anomaly period. The hidden relation between links
is thus assessed and summarized in a distance matrix. In order
to visualize the impact of the event for assessment by experts,
we reduce the dimension of the distance matrix to a two-
dimensional space using multi-dimensional scaling. Then we
calculate the highest density region through two-dimensional
kernel density estimation. Obviously, the links’ RTT time
series in the highest density region has the most similar shape,
i.e., the node in this region are affected by the same event.
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Notice that both supervised and unsupervised learning tech-
niques are often used in event detection and characterization in
different research communities [4]. The limitations of super-
vised methods are that they require labeled data which is not
always available in real-world scenarios, and fail to detect
events that have never been observed previously [5]. In con-
trast, our method is designed in an unsupervised way, so it
can detect suspicious events if the state of network appears
significant changes.

Different from previous work on network anomaly detec-
tion, we conduct experiments with both simulated as well as
real-network datasets to spot events and pinpoint anomalous
agents. On one hand, the artificial time series data is carefully
simulated for testing the method in controlled environments. A
known number of different structures are inserted in noise of
various levels and characteristics. We construct twice change-
point detection and shape-based similarity measure on these
time series. Our proposed approach is able to successfully
detect these artificial events and identify the entities that ini-
tiated the events with high accuracy. Meanwhile, our method
can significantly reduce the wrong alarm caused by data noise.
On the other hand, we also use RIPE Atlas built-in traceroute
measurements [6] where we construct RTT time series anal-
ysis for adjacent hops. The results successfully reveal several
big events during the time period of the data, demonstrating
that the proposed methods can detect real disruptions and pro-
vide valuable insights on anomaly mining in large-scale time
series data.

The key contributions of this article are summarized as
follows:

1) We present a network anomaly detection method which
utilizes change-point detection algorithm. Compared
with the outlier detection based method, our proposed
method can greatly reduce the irrelevant alarms caused
by RTT fluctuation.

2) We propose a novel unsupervised characterization
method which takes advantage of a shape-based simi-
larity measure to analysis the hidden relations between
links. Combined with the multidimensional scaling algo-
rithm, we visualized the relations between links, and
then distinguish the event-related links from the irrele-
vant links.

3) Experimental results show that the proposed method
outperforms the state-of-art solutions in terms of both
accuracy and efficiency.

The remainder of the article is organized as follows.
Section II review the related efforts on network anomaly
detection and characterization with their limitations analyzed.
Section III describes the design of our two-step method and
the algorithm details. In Sections IV and V, the experimental
setup and results on both simulated and real-world data are
presented, respectively. We conclude the article in Section VI.

II. RELATED WORK

It is well known that path changes and congestion are the
main causes of RTT fluctuations or state changes [7], [8]. In
this article, we focus on the RTT state changes caused by

network events which lead to network congestion. As to the
noise nature of RTT time series, not all the RTT changes
are network event-related. Thus, only monitoring the state of
each single link cannot determine whether there is network
anomaly. To mine anomalies in large-scale of performance
time series data, several methods have been studied.

PCA-based anomaly detection methods, such as [9], [10],
[11], [12] have been proposed by researchers to detect and
diagnose anomalies on passive measurements. A PCA sub-
space projection methodology is proposed in [9], [13] where
the authors apply PCA on network traffic data and separate of
the high-dimensional space occupied by the data into disjoint
subspaces corresponding to normal and anomalous network
conditions. Hyndman et al. [14] uses PCA to isolate and diag-
nose the locations of the correlated anomalies in large-scale
time series data. However, the PCA-based anomaly detection
method only performs well on relatively smooth time series,
as for the time series with high normal fluctuations, e.g., RTT
time series, it cannot effectively reduce the false alarm rate.

Another common anomaly detection schema utilizes
multichannel singular spectrum analysis (MSSA) algorithm
for simultaneously denoising and reconstructing time series
data [15], [16]. The difference between the predicted value
and the real value is then used to determine whether there
is anomaly. However, the MSSA algorithm has high compu-
tational complexity and is not suitable for the large-scale of
time series data.

In this article, an unsupervised change-point detection
method is used to study the correlation of link state changes
to eliminate the influence of RTT fluctuation. Prior works
on change-point detection are in various fields [17], [18].
Rimondini er al. [8] first applied change detection to network
measurement analysis. Their study adjusted the detection sen-
sitivity to make the detected changes most relevant to the
BGP changes of the target prefix. However, they ignored the
changes of RTT caused by network anomalies. In addition, this
study requires some kinds of tuning for each individual RTT
time series, so it is difficult to apply this method to large-scale
RTT data. The proposed method uses twice of change-point
detection method on large-scale RTT time series data which
achieves better performance on accuracy compared to PCA-
based and MSSA-based anomaly detection methods. Besides,
its time overhead is acceptable.

Internet tomography algorithms [19], [20], [21] are
also aimed at detection and characterization of network
performance problems. Generally, the detection is based on
specialized end-to-end measurements (e.g., one-way delay or
packet reordering) from a dedicated monitoring infrastructure
and the characterization is usually inferred using IP addresses
found in traceroutes. Consequently, network tomography may
provide very detailed diagnoses but at the expense of a dedi-
cated monitoring infrastructure and additional measurements.

Trust mechanism is also used for the detection and charac-
terization of general network anomalies [22], [23], [24]. In the
trust mechanism, if the behavior of the evaluated node meets
the expected behavior or conforms to its claimed behavior
characteristics, it is considered to be trustworthy. Therefore,
the key to the trust-based method is to obtain the trust values
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of the evaluated node. Note that this scheme is established
in a cooperative environment which usually needs to obtain
the recommendation information from other nodes. In con-
trast, the proposed anomaly detection method is supposed to
be applied in a non-cooperative environment and only uses
the RTT data measured by the ping or traceroute tool as a
performance metric to reflect the network condition, which
provides better scalability and is more acceptable in practice.

III. METHOD

In this section, we first present a conceptual overview
of the system design. And then we describe how to detect
network event using a robust change detection method. Finally,
we introduce the characterization method to identify the
event-related links.

A. System Overview

Fig. 1 illustrates the work-flow of our proposed method. Our
method first extracts RTT data from the monitored network
probes at an equal time interval to form the RTT time series.
Then we evaluate the performance of the entire monitored
network, that is, we perceive whether there are network
anomalies through the twice of change detection method. The
first change detection method detects each RTT time series and
records the number of change-points by time, which forms a
time series of change-points of the whole network. The second
change detection method detects the change-point time series
and marks the abnormal period.

On event characterization, we first measure the shape-
based distance (SBD) between the RTT time series marked
with change-point during the network anomalous period. The
underlying reason is that we observed that the jitters of differ-
ent links, which is related to events, is similar during the event.
Then we use multidimensional scaling (MDS) to project the
distance matrix into two-dimensional space. In this way, the
shape-based similarity distance between the RTT time series
that have change-point(s) in the anomalous period can be
reflected by the distance between the points. However, due
to the fluctuation feature of the RTT, there are some points on
the plane represent the event-independent links, i.e., the state
changes of their RTT time series has nothing to do with the
anomalous event. At last, we distinguish event-related links
from event-independent links by the density of points as the
distance between event-related links are small. Therefore, the
points corresponding to the event-related links appear as a rel-
atively dense cluster on the two-dimensional plane. Thus, we
locate the highest density region (i.e., the red zone shown in
Fig. 1) for the characterization of an event.

B. Anomaly Detection

Acquisition of RTT time series between network probes
is the fundamental work for the network anomaly detection.
Generally, our method first collects traceroute data of the mon-
itored network and calculate RTT time series between nodes in
the trace. Then it performs twice of the change-point detection
method:

RTT
time tick 1

RTT
time tick 2

RTT
time tick n

RTT Time Series

1st change
detection

Change-point
statistic

Change-points

time ticks
Change-point Time Series
of The Monitored Network

time ticks
Change Detection on All

2nd change . .
RTT Time Series

detection

SBD + MDS

Change-points

i
time ticks
Change Detection on
Change-point Time Series

SBD and MDS on RTT Time Series with
Change-point in Time Interval [i-t , j+ 1]

Fig. 1. Work-flow of the proposed method.

1) Change detection for RTT time series, that is to detect
state changes of every single links. Utilizing the scheme
in this step, we can get a change-point time series Y7.; =
(Y1,...,Y:) of the whole monitored network, where ¢
is the length of the time series and Y; = «, (i € [1,¢])
if there are change-points in « different links at time
tick i, and is zero otherwise.

2) Change detection for change-point time series, that is to
detect all the changes of Y7.;. If Y7.; has a change-point
at time j, (j € [1, t]), it indicates that there is an unusual
state change for the whole network at time j.

As with many other time series, end-to-end RTT time
series can have sudden changes in level or volatility, often
caused by delays or congestion. The points of cutting the time
series into fragments with different characteristics is called
change-points. The problem of detecting the most appropriate
change points is called change-point detection. More for-
mally, suppose we have an ordered sequence of data, Yi.; =
(Y1,..., Yi). An change-point occurs when there is a time 7,
7 € [1,t—1], which makes (Y7,..., Y;) and (Yr41,..., ¥3)
showing different properties in some ways. Extending this
idea to m ordered change-points, 71.;, = (T1,72,..-Tm). T
is the position of ith change-points. We define 79 = 0 and
Tm+1 = t. Together with the detected m change-points, they
cut Y., into m + 1 segments, with the ¢;;, segment containing
Yr,_1+1:7,- The cost function is calculated for each segment
and the detection method strives to minimize the total cost of
all segments:

m+1

Z [C(Yﬂ—liﬂ'—l)] +Bf(m)v (1)

1=1

where C is a cost function for a segment and Sf(m) is
a penalty to against over fitting. One commonly used cost
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function is negative maximum log-likelihood of the segment
following a certain distribution [25], [26]:

t
C(Yet) = —max y log f(Yi[f), )

where f(Y|0) is a density function with distribution parameter
0. In this case, the choice of cost function is equivalent to
the choice of distribution type, such as Normal, Exponential,
Gamma and Poisson. When it comes to penalty, f(m) is usually
a function linearly related to the number of change-points m:

f(m)=m+ (m+ 1)dim(6), 3)

where dim(6) represents the dimension of the 6 distribu-
tion (e.g., in the case of Normal distribution, dim(6) = 2).
Common choices of [ are information criteria, such as
Akaike’s Information Criterion (AIC) with § = 2, Schwarz
Information Criterion (SIC, also known as BIC) with

B =logt, “)

where ¢ indicates the length of the time series. Hannan-Quinn
Information Criterion with

B8 =2loglogt. 5)

Modified BIC (MBIC) with
m+1

Bf(m) = —% sf(m)logt+ 3 log(ri/t — 7 1/1)|. (©)
i=1

From Eq. (4)-(6), we have MBIC > BIC > Hannan-Quinn.

Note that the higher the penalty value, the lower the sensitivity

of the detection and the better noise resistance.

As to end-to-end RTT time series change-point detection,
the problem now is how to choose the most appropriate penalty
and cost function/distribution among the wide variety of exist-
ing ones. In this work, we approximate change-point detection
with Normal distribution since it has been reported to per-
form well for RTT time series analysis. According to Shao’s
work [27], the detection sensitivity of Normal distribution
is higher than Poisson and Exponential distribution. This is
because the mean and variance of the Normal distribution are
independently controlled by two parameters, which increases
the chance of finding subtle changes in fitting level or volatil-
ity. And the sensitive approach fits our needs, because we do
not want to underreport any network exceptions. The remain-
der of this section details our anomaly detection method using
change-point detection algorithm.

1) Change-Point Detection of RTT Time Series: An
example of RTT time series change-point detection is
shown in Fig. 2, state changes are flagged by our
method. Fig. 2(a) shows two real adjacent IP addresses
(88.254.55.226 — 95.167.95.254) containing 192 RTT val-
ues over a period of 4 days (from November 29™, 2015 to
December 279, 2015). Red vertical lines shown in Fig. 2(b)
correspond to the generated change-points. Real RTT time
series are highly volatile. The causes of fluctuations include
periodic congestion, path changes, routing strategy changes
and so on. Therefore, network events cannot be identified

88.254.55.226 - 95.167.95.254

RTT(ms)
20 50 80
Il

T T T T

0:30 Nov 29 1:30 Nov 30 2:30 Dec 01 3:30 Dec 02
Time
(a)
o
» @
£ ]
E 87
o« ]
o
« T T T T
0:30 Nov 29 1:30 Nov 30 2:30 Dec 01 3:30 Dec 02
Time
(b)
Fig. 2. An RTT time series with 192 datapoints. The red vertical lines are

the detected change-points.

12
10 15
1 1

Change-points
Change-points

02468

T T T T T T T T T T T T T T
0 20 40 60 80 100 120 0 20 40 60 80 100 120

Time Tick
(a) The anomalous event finished at time tick 100

Time Tick
(b) The anomalous event started at time tick 20

Fig. 3. Two change-point time series with 120 time ticks. The red vertical
lines are the detected change-points.

through the state monitoring of a single link. Thus, we take
advantage of twice of change-point detection method to deter-
mine network events by considering the correlation between
link state changes.

2) Change-Point Detection of Change-Point Time
Series: Traceroute/RTT contains information about hidden
relations of links, such as passing through the same router,
belonging to the same AS or ISP and experiencing the same
network event. When a network failure occurs, it can affect
multiple routes or paths. That is to say, there will be a lot of
state changes of event-related links. Because of the volatility
nature of RTT time series, a part of link state changes when
there is no event in the network. However, the number of
link state changes at the moment of event occurrence will
obviously increase to an abnormal value. In addition, when
the network anomaly is eliminated, the number of link state
changes will drop significantly and fall back to a normal
range. In fact, the second change-point detection mechanism
determines the events by monitoring the changes of the
overall network states.

3) Determination of the Start and End Time of the
Anomalous Event: The starting and ending time of the event
is inferred by the state changes of the overall network.
Specifically, it is determined by comparing the mean or vari-
ance of the observations before and after the change-points in
the change-point time series. Let’s take an example to illus-
trate this step. Fig. 3 shows the change-point time series with
120 time ticks captured from our simulation experiment. Note
that the second change-point detection algorithm will suc-
cessfully identify the time ticks (i.e., 100 in Fig. 3(a) and
20 in Fig. 3(b)), when the network state changes, as the
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Algorithm 1 Network Anomaly Detection

Require: Links’ RTT time series £ = {l{.,,..., 1% };

Ensure: Change-points of the total link-state time series A7.¢;

1: Mg (0, o ,O)lxt;

: Xqo (O'7 cee 70)1><t§

: foreach I}, € L do ,
z{,; <= Changepoint Detection Procedure(l}.,);
X1t +— X + mf;,ﬂ

end for

- N1.t + Changepoint Detection Procedure(Xi.¢);

. return N.¢;

change-points. And we can see that the observations appear a
significant decline after the change-point in Fig. 3(a). To be
more specific, the mean of observations before time tick 100
is 6.81 and drops to 3.25 after time tick 100. In this case,
we determine the change-point (i.e., time tick 100) to be the
end of the event. This is because the number of links’ state
changes of the overall network decreases and the state is more
stable after the change-point. Similarly, the observations rise
after time tick 20 in Fig. 3(b), indicating that time tick 20 is
the start of an event. In short, the proposed method determines
the start and end of the events by analyzing the trend of the
state changes of the entire network.

In summary, utilizing the schemes presented above, we can
accurately get the start and end time of the anomalous events.
Assuming that the RTT time series of a link is defined as lli:t
and we define the link-state time series z{., = (z{,..., 7).
The RTT time series [{., goes through the change-point detec-
tion method to get zf; and zj = 1, (j € [1,1]) if the
i link has an change-point on time tick j. We add all the
link-state time series, i.e., Xi.; = Z?:l xf:t, to get the
change-point time series of the whole monitored network.
Then change-point detection method is used again to detect
the state changes of the whole network, and if there is a
state change, it is determined that the network is abnormal.
The detailed network anomaly detection algorithm is given in
Algorithm 1. According to the N7.; returned by Algorithm 1,
the start and end time of network events can be detected rel-
atively accurately according to the numerical changes of the
overall link-state of the whole network.

Efficient Computation of Anomaly Detection Method: To
minimize Eq. (1), we utilize the pruned exact linear time
(PELT) algorithm [25] which can result in a time complex-
ity of O(#), where ¢ indicates the length of the time series.
And this is more computationally efficient compared with
other algorithms due to the use of dynamic programming
and pruning. Thus the time complexity of our anomaly detec-
tion method (i.e., twice change-point detection processes) is
O((n +1)-t) = O(nt), where n and t indicate the number
of time series and the length of time series, respectively.

C. Anomaly Characterization

In the previous section, we described the process of using
change-point detection method to detect network anomalies.
For each time period found to be anomalous, we also identify

the nodes and links which are responsible for it, namely the
anomaly characterization. On the characterization of events,
our proposed method first extracts the links which has change-
point at or near the anomalous moments and then distinguishes
between event-related and irrelevant links. Considering that
the links related to the same event will have similar vio-
lent fluctuations during the occurrence of event, we first (1)
adopt a shape-based distance (SBD) measure to extract hid-
den relations between links. Then we (2) take advantage
of multidimensional scaling (MDS) to project the relations
of links into a two-dimensional space for visualization and
observing the relations between links. Finally, we will (3) use
kernel density estimate (KDE) to obtain a ‘relational densest
region’. And this densest region will be used to locate the
anomalous nodes/links and assess the impact of the event.

1) Shape-Based Distance: The shape-based similarity mea-
sure of time series needs to be able to handle the distance
calculation of amplitude and phase distortion. One of the
most commonly used measurement algorithms, Dynamic Time
Warping (DTW) [28], is not suitable for our massive RTT time
series because of its high computational complexity. Besides,
cross-correlation is widely used as similarity measure in signal
processing and KPI anomaly detection due to its high com-
putational efficiency [29], [30]. Based on cross-correlation,
Paparrizos and Gravano [31] proposed shape-based distance
(SBD), which was applied to time series data and achieved
good results. In this article, we use SBD to measure the sim-
ilarity of our RTT time series in order to distinguish links
affected by events from links which are not related to events.

For two time series Y71, = (Y1,...,Y:) and Z14 =
(Z1,...,2;), cross-correlation keeps Zj.; unchanged and
slides Y7.; over Zi.4 to calculate the inner-product for each

shift s of Y7.;. We denote a shift of a sequence as follows:
Is|

/_/H

0,...,0,Yq, Yo,...

,Yt—s y SZO

Yis) = @)
Yis,..

L Y1, Y5,0,...,0], s<o.
——

Is|
For all possible shifts s € [t 4+ 1,  — 1], we can compute the

inner-product CCs(Y7.4, Z1.;) as the similarity between time
series Y7.; and Zp.; with a phase shift s. It is defined as:

Y Yo Zi, 520
OCs(Yiat Z1) = {Zﬁ Yi-Zi_g, 5<0.
The cross-correlation solves for the maximum value of
Eq. (8), representing the similarity between Y7p.; and Zp.; at
an optimal phase shift s. Intuitively, at the best offset, similar
patterns in Y7.; and Z7.; align to maximize the inner-product.
Therefore, the cross-correlation measure can overcome the
influence of phase shift and represent the shape similarity
between two time series. In practice, a normalized cross-
correlation (NCC) is widely used to limit the value to [—1, 1]
according to Eq. (9)

®)

NCC(Yi, Z1t) = maX<CCS(Y1:t’Zl=t)>_ ©)
S

| Yi:tlo - | Z1:¢lo
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Then we define SBD according to NCC [31]:

SBD(YI:taZI:t) =1- NCC(YI:taZI:t)- (10)
SBD ranges from O to 2, where 0 means two time series have
exactly the same shape. A smaller SBD means higher shape
similarity, conversely, a larger SBD means lower shape sim-
ilarity. In this work, we use SBD to calculate the distances
of RTT time series between links to measure the similarity of
fluctuations.

2) Multidimensional Scaling: Utilizing the schema present
in the previous step, We extract the links with change-point
during the network anomaly period as the suspected event-
related link, and obtain a distance matrix by calculating the
SBD between these links. The SBD matrix describes the
RTTs’ fluctuation similarity between the suspected links. It
is known that the fluctuations of RTT time series of normal
links are random and have different shapes. Nevertheless, dur-
ing the event, the RTT fluctuations of the event-related link
tends to have morphological similarity. Thus, we hope to find
a morphologically similar region with the densest links using
the distance matrix. In order to facilitate the subsequent den-
sity calculation and visualization, we first take advantage of
multidimensional scaling (MDS) to project the distance matrix
into two-dimensional space.

MDS is a dimensionality reduction algorithm which seeks
a configuration, usually in a lower dimension, such that dis-
tances between the objects best match those in the original
distance matrix [32]. Suppose there are n suspicious links,
and the SBD of RTT time series between link i and link
jis dy, (i,j € [1,n]). In this work, we use a non-metric
MDS [33] to find a configuration of points representing the
links’ RTT time series in two-dimensional space, where the
approximate distances Elij match closely as possible the orig-
inal distances d;; in some meaningful sense. To do this,
we define Elij as a function of the original distance d;;, by
&ij = f(dij), where f is a monotonic function such that
giij < &xy, z,y € [1,n] whenever d;; < dyy. For a particu-
lar configuration of points, MDS lets the standardized sum of
squares of the differences between d;; and Elij, also termed as
STRESS?, be defined as

> (dy —f(dzj))z.
i dy

The value of STRESS is an indication as to how well the con-
figuration represents the original distances. The objective is to
find a configuration that has minimum STRESS [34]. Usually,
we minimize STRESS over f by a gradient descent algorithm,
for then f can be found by isotonic regression.

3) Kernel Density Estimation: In previous step, we use
MDS to convert SBD to Euclidean distances in the form
of points in two-dimensional space. Next, we apply two-
dimensional kernel density estimation (KDE) to seek for the
region with the highest density of links’ relations for character-
ization of event-related links and nodes. The two-dimensional
KDE is most straightforward for the normal kernel aligned

STRESS? =

(1)

with axes. The kernel estimate is

nbg by

(12

for a sample of points (z1,41),--.,(Zn,yn), a fixed kernel
¢ and the bandwidth on axes b; and by,. Eq. (12) can be
evaluated on a grid as XY T where Xj; = ¢((g2; —2;)/v/nbz)
and gz; is the j th grid point, and similarly for Y [32].

Now we can get the densest region of relations between
links (i.e., the grid point with maximum density value). Then
we find the closest point P;, which represents a link actually,
to this grid point. The k points most closest to P; are obtained
according to the SBD matrix (Section III-C1). The links and
nodes represented by these k points are the event-related links
and nodes we located.

Efficient Computation of Anomaly Characterization
Method: From Eq. (8), the computation of CCs for all
values of s requires O(Z2) time, where f is the time series
length, i.e., the number of data points contained in a time
series at the time of anomalous period. However, utilizing the
convolution theorem and fast Fourier transform can reduce the
computational complexity to O(tlog(t)) [31]. Thus, the time
complexity of SBD is O(% - tlog(t)), where 7 is the
number of time series, i.e., the number of suspicious links at
the anomalous period. As to the MDS, An iterative algorithm
is used in Eq. (11), which will usually converge in around
10 iterations. And this is necessarily an O(72) calculation,
where 7 indicates the number of suspicious links. As to
the KDE, The computational complexity is O(gn) given g
grid points and n sample points. In this article, we set the
number of grid points in each direction is 20, which means
g = 400. Therefore, the total computational complexity of the
proposed anomaly characterization method is Q(ﬁz), making
it prohibitively expensive for large data sets. However, the
anomaly characterization only occurs when an anomaly is
detected, and n < n, where n is the total number of time
series in original data. Thus, the computational complexity of
anomaly characterization is acceptable.

IV. EXPERIMENT SETUP

In this section, we first describe the two experimental
datasets (artificial data and real data), and then introduce the
parameter settings of our proposed method.

A. Artificial Time Series and Events

1) Data Description: The simulated dataset which contains
artificial time series and events are generated with the goal of
testing the method in controlled environments. Considering
the high noise nature of end-to-end RTT time series, we apply
auto-regressive moving average (ARMA) model to simulate
the RTT time series, which proved to do well in the end-to-end
delay prediction [35].

2) Data Generation:
expressed as:

The ARMA(p, gq) model can be

P q
Xe=c+er+ Z‘Pithi + ZQJ'EH-
i=1 j=1

13)
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Fig. 4. Examples of box, ramp-cliff, cliff-ramp, and sine shapes.

On the basis of ensuring stationary of the time series, we
randomly generate parameters p, ¢, ;, 0;. Without loss of
generality, we set p + ¢ < 3, ¢;,0; € [—1,1]. This model is
then used to simulate the RTT time series of monitored links
in this work.

As to artificial events, the four basic shapes (i.e., box,
ramp-cliff, cliff-ramp and sine) from the classic Cylinder-Bell-
Funnel dataset [36] are used. Fig. 4 shows an instance of each
of the four shapes with some Gaussian noise added. These
four shapes represent the typical morphology of events found
in time series in many fields [37]. The box is characterized by a
plateau from time tick a to b. In network anomaly symptoms,
the plateau indicates the link performance degradation (i.e.,
instantaneous increase of RTT) caused by anomalous events
(e.g., BGP routing leaks). The ramp-cliff is characterized by
a gradual increase from time tick a to b followed by a sudden
decline. The gradual deterioration of the performance is due
to the impact of events (e.g., DDOS attacks with gradually
increased strength) and the sudden decline indicates that link
performance is back to normal, which indicates the attacker
stops the attack. The cliff-ramp is characterized by a sudden
increase at time tick a and a gradual decrease until b. Similar to
ramp-cliff, servers connected to this link may be subjected to
DDOS attacks, and the gradual recovery in performance may
be affected by some routing strategies (e.g., link load balanc-
ing). The sine shape shows the gradual decline and recovery of
network performance, and this pattern may caused by a cyber
attack.

In the simulated dataset, the length of the event period (i.e.,
from time tick a to b) containing a shape is kept fixed to
128 time ticks. Thus, using the four basic shapes, the artifi-
cial event is generated. However, we cannot directly evaluate
the method’s detection accuracy working only on time series
with artificial events. To evaluate the impact of event scope on
detection accuracy more directly, we need controlled experi-
ments involving anomalies at varying intensities. To do this,
the anomalous time series was mixed with different amounts
of normal background RTT time series.

We performed 10 rounds of iteration and generated 10 artifi-
cial events under different random seeds in each round, thus a
total of 100 artificial events are generated under each anomaly

12
|
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Time Tick

Fig. 5. An instance of generated RTT time series with artificial event.
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Fig. 6. An example of traceroute traffic asymmetry.

intensity. For each artificial event, we randomly selected 50
time series from the overall n (varying from 50 to 3200) sim-
ulated RTT time series and embedded the artificial shape with
different levels of amplitude in a fixed time period as event-
related links. An instance of generated RTT time series with
the shape of ramp-cliff is shown in Fig. 5.

B. Real Network Measurement Data

1) Data Description: Our real dataset collection is done by
downloading RIPE Atlas built-in measurements [6] with the
API it provides. The RIPE Atlas built-in traceroute measure-
ments are made up of traceroutes from all built-in probes to
13 DNS root servers every 30 minutes. Due to the widely dis-
tribution of probes and anycast DNS root server deployment,
this is actually traceroute data collected from more than 500
root servers. In this article, We analyzed the built-in tracer-
oute measurements from May 15¢ to June 30%", 2015 and
November 1% to December 315¢, 2015. Corresponding to a
total of 1.01 billion IPv4 traceroutes. According to some of
our exclusions, tens of thousands of RTT time series generated
from the traceroutes per day.

2) Data Preprocessing: However, using traceroutes to
calculate RTTs of adjacent hops presents the challenge
of traceroute traffic asymmetry due to the diversity of
routing [38], [39]. Fig. 6 illustrates an example of round-trip
traffic asymmetry. The solid line and dotted line represent the
forward and return path, respectively.

To deal with this problem, we utilize the solution proposed
by [3], which takes advantage of the path diversity of multiple
probes to the same destination to precisely monitor the delay
fluctuations of adjacent links. Let us revisit the example shown
in Fig. 6. Suppose RTTpyx represents the RTT from probe P
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to a target X. The difference between the RTT from P to the
adjacent routers B and C is noted as differential RTT Appg
which is decomposed as follows:

Appc = RTTpc — RTTpp
=dpc+dop +9pa —9dpa

=dpc +epBC (14)

where dpc is the delay of link lpo and eppe is the time
difference between the two return paths. The value of dp¢
only depends on routers B and C, and is unrelated to the probe
P. In contrast, e pg is tied to P. Suppose we have n probes
P;, i € [1, n], all of the probes go forward through B and
C, but each returns in a different path. Thus the differential
RTTs Ap,pc for all probe results has the same épc and
independent ¢ p, gc. The independence of €p, g also means
the distribution of Ap pc will remain stable as the sample
grows given that dg¢ is a constant. In contrast, a significant
change in §p¢ affects all the different RTT values, and the
distribution of Ap, po varies with §pc changes. Monitoring
these changes allows us to discard the uncertainty in the return
path (¢ p, ) and focus only on the delay changes of adjacent
links (0p().

In order to limit the impact of € p, g¢r, we try to increase the
diversity of the return paths by avoiding all the probes from the
same AS. We designed two strategies to ensure the diversity
of probes. The first strategy, which aims to ensure the diversity
of the return paths, is that the probes which used to calculate
the RTTs of adjacent hops must be from at least three different
ASs. The second strategy uses normalized entropy to ensure a
balanced number of probes per AS. Let A = {a;|i € [1,m]}
be the number of probes for each of the m ASs monitoring a
certain link, then the entropy H(A) is defined as:

LS P(ag) n P(ay)
=1

Inm

H(A) = (1)

Low entropy, H(A) ~ 0, means most probes are concentrated
in one AS, while high entropy, H(A) ~ 1, means probes are
evenly distributed in all ASs. our second strategy ensures that
H(A) > 0.5. If this is not met (i.e., H(A) <= 0.5), we will
randomly select the probe from the AS which has the most
probes (i.e., a; = maxz(A)) and discarding it until the second
strategy is satisfied.

Note that there are a lot of measurements for the end-to-end
RTT from multiple probes of different ASs at one time tick.
We use the median RTT which accounts for it does not fluc-
tuate greatly due to significant changes of individual probes.
Meanwhile, as to missing value in the measurement, we set
it to a relatively large value (e.g., 3 times the maximum mea-
sured value of links’ RTT). This is because the missing value
may be caused by routing changes due to network congestion.
For this, we want to be able to detect a link state change where
there is a missing value.

C. Baseline Methods

We compare our proposed method with the following
baselines:

1) PCA-Based Method [9], [14]: The anomaly detection
method is based on a separation of the high-dimensional
space occupied by the set of RTT time series data into
disjoint subspaces corresponding to normal and anoma-
lous network conditions. For the characterization of the
event, it computes a vector of features (e.g., lag cor-
relation, strength of seasonality, spectral entropy, etc.)
on each time series. Then it uses principal component
decomposition on the features, and uses various bivari-
ate outlier detection methods to locate the anomalous
time series.

2) MSSA-Based Method [15]: It utilizes multivariate sin-
gular spectrum analysis (MSSA) to build a generative
model for detection of changes in the characteristics of
a random process. The model builds up a sliding win-
dow online anomaly detector which gives an anomalous
score for a time tick in multiple time series data. For the
characterization of the event, the links with the maxi-
mum deviation between the predicted value and the real
value are regarded as the anomalous links.

For all these baseline methods, we have modified their base

version to compatible with large-scale of time series data.

D. Evaluation Metrics

We evaluate the methods’ performance in terms of two
tasks, i.e., accuracy and efficiency. We evaluate the precision,
recall, Fl-score and time overhead between the proposed
detection method and the baselines. As for the characteriza-
tion of the event, we evaluate the Jaccard similarity and time
cost. All these metrics are defined as follows:

1) Precision, which gives the fraction of true events

reported over all reported events.

2) Recall, which gives the fraction of true events reported

over all true events.

3) Fl-score, which is defined as the harmonic mean of the

precision and the recall values.

4) Time cost, which compares the anomaly detection and

characterization time cost between all the methods.

5) Jaccard similarity, defined as J (ﬁ,ﬁ) EDZ}

the located anomalous node/link set £ and the real
anomalous node/link set L.

for

E. Parameter Configuration

In the process of the anomaly detection, we detected
whether there is an anomaly using twice of the change-point
detection algorithm. For cost function C, we use Normal dis-
tribution. And we apply MBIC which has the strongest noise
resistance, as a penalty, for the first change-point detection
of RTT time series. This is because the RTT time series has
strong noise and is easy to cause false postive. Meanwhile, for
the second change-point detection of change-point time series,
we apply BIC as the penalty which has a higher sensitivity so
as to reduce the false negative.

The detection time window W is usually an important
parameter that affects the performance of some anomaly detec-
tion algorithms. Therefore, we evaluate the effect of time
window on detection accuracy. Fig. 7 shows the effect of
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Fig. 7.

time window with anomaly intensities account for 12.5%
and 6.25%. We can see that the detection accuracy of the
proposed method is not sensitive to the length of W when W is
greater than a certain threshold. This is because the penalized
likelihood framework is extremely cautious in determining the
change-points. Thus making the detection algorithm robust to
the size of W. Nonetheless, the time window should not be set
too small (e.g., < 300 time ticks shown in Fig. 7). As too small
a time window will cause the detection mechanism to be too
sensitive, making a decrease of the precision. Considering such
situations, we propose to choose a sufficient large time win-
dow in our detection method. Thus we select W = 2688 time
ticks for the simulated data and W = 24 hours for real-network
data to achieve good performance on detection accuracy.

V. EXPERIMENT RESULTS

In this section we present our experimental results of event
detection and characterization both in the simulated and real
network datasets using our proposed method.

All experiments are performed on a Linux platform with
an AMD OPTERON X3216 (3.0GHz) and 32 GB DRAM
memory, running Ubuntu 18.04. The proposed method and
the baselines are all implemented in R with publicly available:
https://github.com/hbn1987/Artt.

A. Results on Simulated Dataset

1) Event Detection: As described in Section IV-A2, our
simulated dataset has n (n € [50, 3200]) generated RTT time
series and is embedded with 10 anomalous events each round.
Each anomaly has 50 event-related links and each event lasts
for 128 time ticks with spaced 128 time ticks apart.

Fig. 8 shows the ground-truth and an example of our
anomaly detection results on the simulated dataset where
anomaly intensity is 12.5%, i.e., event-related links account
for 12.5% of all the monitored links (n = 400). The blue and
green vertical lines shown in Fig. 8(a) indicate the start and
end time of the event, respectively. The result shows that all
the simulated events were detected. Note that change-points
may also exist during the artificial events due to the large state
changes of links during the event. Therefore, in order to deter-
mine the duration of the event, we aggregate the change-points

(b) Effect of time window W with anomaly intensity of 6.25%
100
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The impact of the size of time window on anomaly detection with different anomaly ratios (i.e., 12.5% (left) and 6.25% (right)).
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Fig. 8.  Change-point detection of the change-point time series, where
anomalous links comprise 12.5% of all the links.

which are close in time (e.g., the Q"d, 6t and 10" artifi-
cial events shown in Fig. 8(b)). Fig. 8(c) shows the aggregate
results which are consistent with the actual time of artificial
events shown in Fig. 8(a).

2) Event Characterization: After detecting anomalous
events, we identify the nodes and links which are responsi-
ble for those events. In this section, we take the 13t, 5t and
10 artificial events as examples to illustrate in detail, where
event-related links account for 12.5% of all the monitored links
(i.e., n = 400).

As shown in Fig. 8(c), the starting and ending time tick
of the 1% event is 158 and 258. In order to incorporate all
event-related links into the subsequent analysis, we move the
starting and ending time of the event forward and backward
by w(= 10) time window. That is, we extract all links with
change-point during the time tick 148(= 158 — w) and 268(=
258 + w). Then we calculate the SBD between these links and
apply MDS to convert SBD to Euclidean distances as shown in
Fig. 9(a). The red hollow points indicate the 50 event-related
links (i.e., the ground truth), while the blue cross points repre-
sent event-independent links (which also have change-points in
the anomaly period). we can see that the relations (distances)
between event-related links are more intensive.

Next, we apply two-dimensional KDE to find the densest
region and the grid point g,q; With the largest density value
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Fig. 9. MDS and KDE on SBD matrix of the 15t artificial event, where
anomalous links comprise 12.5% of all the links.
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Fig. 10. MDS and KDE on SBD matrix of the 5th artificial event, where
anomalous links comprise 12.5% of all the links.

shown in Fig. 9(b). Then we find the nearest point to gmaz
as a center p. and obtain the k(= 50) nearest points to p.
according to the SBD matrix. The k nearest points p;, ¢ €
[1,50] are the event-related links we located. Among the k(=
50) suspicious links located by our characterization method in
the 15¢ artificial event, the real event-related links is 49 which
shows a high Jaccard similarity (i.e., 96.1%).

Fig. 10 and Fig. 11 show the MDS and KDE on SBD
matrix of the 5" and 10*" artificial events, respectively. In the
two artificial events, we located k(= 50) links with a Jaccard
similarity of 92.3% and 69.5%, respectively.

We analyzed the causes of the false alarms in event charac-
terization, which mainly come from three aspects. The first is
that when the detected anomalous period does not match the
time of the event, it will obviously cause false alarms. The
second is that the RTT time series of event-independent links
and event-related links happen to have a similar form of jit-
ters, so that the event-independent links are projected into the
high-density areas, causing false alarms. The third is that in
the process of multi-dimensional scaling of the shape-based
distance (SBD) matrix, there will be a certain loss in the dis-
tance between some links, which causes the distance between
points on the two-dimensional plane do not completely fit the
value in the SBD matrix. Currently, we do not have a good
mechanism to reduce the false alarms caused by these reasons.
It needs to manually analyze the visualized suspicious link to
locate the anomaly. In a nutshell, our anomaly location and
troubleshooting methods are carried out by excluding event-
independent links combined with manual analysis. First, we
exclude links that have no state changes during the anoma-
lous period. Then we exclude links that have jitters during
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Fig. 11. MDS and KDE on SBD matrix of the 10th artificial event, where

anomalous links comprise 12.5% of all the links.

the abnormal period but have no correlation with each other,
that is, links that are mapped into the non-high-density areas.
Finally, we visualize the located highly suspicious links, and
infer the fault location by analyzing the link relationship and
the affected regions.

3) Quantitative Results: The average precision, recall and
Fl-score of the proposed and baseline methods at varying
anomaly intensities are shown in Fig. 12. Note that the
proposed method is stable (average Fl-score = 0.82 £ 0.048)
when the anomaly intensity is above 4% and is superior to the
baselines when the anomaly intensity is above 2%. However, it
has certain limitations when the anomaly intensity is low. This
is because too much background RTT data (e.g., there are 3150
event-independent RTT time series when the anomaly inten-
sity is 1.6% in our experiment) will affect the evaluation of
the network status (i.e., the change-point time series) due to
the high jitters characteristics of the RTT time series, resulting
in a decrease in detection accuracy. Therefore, we emphasize
that the proposed method is suitable for the scenarios where
the anomaly intensity accounts for more than 2% of the whole
monitored network.

Fig. 13 shows the average Jaccard similarity of all the
method at varying anomaly intensities. Obviously, the accu-
racy of the proposed characterization method is much higher
than that of baselines.

Fig. 14 shows the average detection and characterization
time cost of all the methods at varying anomaly intensities.
With the increase of data volume, the detection time cost of
MSSA-based method increases rapidly and is several orders of
magnitude higher than other methods as shown in Fig. 14(a).
Thus, the MSSA-based detection method is not applicable to
large-scale of time series data. As to the characterization time
cost shown in Fig. 14(b). The time overhead of PCA-based
method is orders of magnitude higher than other methods. This
is because it requires multi-dimensional feature extraction for
all links at the anomalous period, while our proposed method
only analyzes links with state changes at anomalous period,
which greatly reduces the amount of data required for analysis
and improves the efficiency of event characterization.

B. Results on Real Network Measurement Dataset

In this section, we present three cases using the RIPE
Atlas dataset [6] where traceroute data is preprocessed as per
Section IV-B2.
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level of nodes will help to locate the fault node quickly, thus
greatly reducing the troubleshooting time.

2) Case 2 (Telekom Malaysia BGP Route Leak): The sec-
ond case study reveals a different type of network outage from
the above one, a network event caused by exceptional rout-
ing traffic. On 12" June 2015, Telekom Malaysia (AS4788)
mistakenly sent BGP notices to its provider (Level(3) Global
Crossing) at 08:43 UTC. The resulting traffic attraction to
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Fig. 12. The average precision, recall and Fl-score of the proposed and baseline methods at varying anomaly intensities.
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Fig. 13. The average Jaccard similarity of all the method at varying anomaly
intensities.

1) Case 1 (DDoS Attack on DNS Root Servers): Our first
case study shows the impact of a large distributed DDoS
attacks on the performance of the network we monitored.
According to the records of related researches [40], [41],
there were two DDoS attacks against DNS root server during
this event, which caused a large area of network anomalies.
The first attack took place between 06:50 and 09:30 UTC on
November 30th, 2015 and the second between 05:10 and 06:10
UTC on December 15¢, 2015.

Event Detection: Monitoring the change-points magnitude
for the traceroutes show the two attacks in Fig. 15. The two
peaks on November 30t , 2015 and December 1%¢, 2015
detected by our change-point detection method indicate that
there are link state changes beyond the normal range in the
network.

Event Characterization: Fig. 16(a) and Fig. 16(b) show the
MDS and KDE on the SBD matrix of different attack periods,
i.e., the first attack on November 30th, 2015 and the second
on December 15, 2015.

We carry out the IP addresses we located which map for
these event-related links on the first and second attacks shown
in Fig. 17 and Fig. 18, respectively. The red node indicates the
nodes corresponding to the 50 nearest links to the relation cen-
tral link p.. These links are the most suspicious links related
to the event that we located. The nodes in purple represent the
nodes corresponding to the 75 nearest links to link p.. The
grey nodes represent the corresponding nodes of the 100 links
closest to link p.. The links between nodes are represented by
lines. Our method of troubleshooting based on the correlation

Telekom Malaysia had led to increase delays for Internet
users around the world. The incident was acknowledged
by Telekom Malaysia and reported by the BGP monitoring
project [42], [43].

Event Detection: Fig. 19 depicts the magnitude in terms of
the change-points on the whole monitored network. The peak
detected by the change-point detection method in Fig. 19 is
08:30 - 11:30 UTC on June 12", in good agreement with time
reported in the Telekom Malaysia report [42].

Event Characterization: We conducted MDS and KDE for
SBD matrix of the links with state changes between 6 : 00 (=
8:30 — w) and 13 : 00 (11 : 30 + w) on June 12 shown
in Fig. 20, where w = 5 time ticks (i.e., 2.5 hours). Fig. 21
shows the IP addresses we located. we analyze these visualized
links and find that these links are geographically distributed
in Europe and most of them are concentrated in the AS3549.
Therefore, we infer that the routing equipment related to this
AS is malfunctioning. And this inference is consistent with
the facts.

3) Case 3 (Amsterdam Internet Exchange Outage): In this
case, the network event was caused by a misconfiguration of
an Internet switching device, which resulted in widespread
connection problems in the Amsterdam Internet exchange
(AMS-IX) around 10:20 UTC on May 13" 2015. This event
prevents many networks from exchanging traffic via the AMS-
IX platform, which in turn makes many Internet services
unavailable [44]. AMS-IX reported that the problem was
resolved at 10:30 UTC, but some reports indicate that network
traffic and performance did not return to normal until 12:00
UTC [45].

Event Detection: As shown in Fig. 22, there is a significant
peak on May 13% from 9:30 UTC to 11:30 UTC using our
change-point detection method. This period coincides with the
time of the event.

In this case, the detection of network anomaly is not through
the change of raw RTT data. Packet loss or path changes
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(a) Average detection time cost at varying anomaly intensities

(b) Average characterization time cost at varying anomaly intensities
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Fig. 14. The average detection and characterization time cost of all the methods at varying anomaly intensities.
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Fig. 15. The change-point detection on the change-point time series of the
monitored network from November 29th, 2015 to December Q"d, 2015.

(a) MDS+KDE on SBD (Nov 30) (b) MDS+KDE on SBD (DEG 01)
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Fig. 16. MDS and KDE on the SBD matrix of different attack periods.
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Fig. 17. A part of the visualization result on the located event-related nodes
on November 30th, 2015.

during the event caused a lot of missing values of RTT. As
described in Section IV-B2, we artificially set a large value
for the missing ones. That is to say, when the change-point
detection algorithm encounters a missing value, it is likely that

M op 50
Wwop7s
M cop 100

Fig. 18. A part of the visualization result on the located event-related nodes
on December 15¢, 2015.
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Fig. 19. The change-point detection on the change-point time series of the
monitored network on June 12”‘, 2015.
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Fig. 20. MDS and KDE on the SBD matrix of Telekom Malaysia BGP route
leak on June 12th, 2015.

this point will be regard as a state change point. When there
is a large amount of missing data in the whole network, the
state change of the network will be detected.
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Fig. 21. A part of the visualization result on the located event-related nodes
on June 12", 2015.
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Fig. 22. The change-point detection on the change-point time series of the
monitored network on May 13th, 2015.
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Fig. 23. MDS and KDE on the SBD matrix of Amsterdam Internet exchange
outage on May 13th, 2015.
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Fig. 24. A part of the visualization result on the located event-related nodes
on May 13", 2015.

Event Characterization: The SBD and KDE on SBD matrix
is shown in Fig. 23 and Fig. 24 shows the event-related links
and nodes we located according to the level of correlation.

VI. CONCLUSION

In this article, we proposed an unsupervised approach for
detecting and characterizing events in large-scale RTT time
series. The proposed twice change-point detection algorithm
which greatly compresses the error alarms caused by the
noise nature of RTT time series and improve the detection
accuracy. Another key aspect of our method is its focus on
characterization which incorporates three different techniques:
a shape-based distance measure, a multidimensional scaling
and the kernel density estimation, in addition to spotting sus-
picious event-related links, we also pinpoint the specific nodes
according to correlation level that are most responsible for the
anomaly.

We validated our proposed method on a simulated dataset
of artificial events. Our approach has successfully detected
the anomalies, as well as unearthing the links and nodes
responsible for those events with high accuracy. Additional
experiments on a real network measurement dataset identified
three major events with the suspicious nodes/links involved in
those events which agree with the facts.

In short, our experimental results have provided evidence
that our proposed approach is successful for event detection
and characterization with high performance both in simulated
dataset with ground truth and real dataset with real events. And
its relatively accurate positioning will greatly reduce network
troubleshooting time.
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