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Abstract—Multi-view clustering has attracted increasing atten-
tion in data mining communities. Despite superior clustering per-
formance, we observe that existing multi-view subspace clustering
methods directly fuse multi-view information in the similarity
level by merging noisy affinity matrices; and isolate the processes
of affinity learning, multiple information fusion and clustering.
Both factors may cause insufficient utilization of multi-view
information, leading to unsatisfying clustering performance. This
paper proposes a novel consensus one-step multi-view subspace
clustering (COMVSC) method to address these issues. Instead of
directly fusing affinity matrices, COMVSC optimally integrates
discriminative partition-level information, which is helpful in
eliminating noise among data. Moreover, the affinity matrices,
consensus representation and final clustering labels are learned
simultaneously in a unified framework. Extensive experiment
results on benchmark datasets demonstrate the superiority of
our method over other state-of-the-art approaches.

Index Terms—Multi-view Clustering, Subspace Clustering,
Data Fusion.

I. INTRODUCTION

Multi-view clustering (MVC) aims to combine multiple

feature information and search for consistent clustering results

across views. MVC methods can be summarized into four

categories: co-training, multi-kernel clustering, multi-view ma-

trix factorization clustering and multi-view subspace clustering

(MVSC). Existing MVSC methods can be improved from

the following two points: i) The majority of existing MVSC

methods learn a shared affinity matrix or graph and then

apply spectral clustering to obtain the final clustering result.

However, directly learning a common graph from the original

data may affect the clustering structure since the original space

often consists of noise and redundancy. ii) Previous approaches

are usually conducted in a two-step fashion, which isolates the

representation learning from the clustering task. To address

these issues, we propose a novel Consensus One-step Multi-

view Subspace Clustering (COMVSC) method to fuse the

multiple partition-level information and integrate the repre-

sentation learning and clustering into a unified framework.

II. PROPOSED APPROACH

Given n data point X ∈ R
d×n, the self-representation

method is utilized to express each data point with a linear

combination of the data themselves. It can be formulated

as X = XZ + E, where Z is the subspace representation

matrix with each column being the representation of the

Fig. 1. Framework of the proposed COMVSC algorithm.

corresponding data point. E is the noise matrix. When datasets

have multiple features {Xv}mv=1 ∈ R
dv×n, the framework of

existing MVSC methods can be summarized as follows,

min
Zv,Z∗

L(Xv,XvZv) + λ Ω(Zv) +Cons(Zv,Z∗)

s.t. 0 ≤ Zv
i,j ≤ 1, (Zv)T1 = 1, diag(Zv) = 0 ,

(1)

where Zv ∈ R
n×n is regarded as the subspace representation

matrix of v-th view while Z∗ ∈ R
n×n is the consensus

subspace representation across multiple views. Cons(·) refers

to strategies for reaching a consensus from several view-

specific subspace representations. Considering the limitations

of similarity-level fusion and the isolation of the two-step strat-

egy, we proposed the following COMVSC method in Eq. (2).

In this framework, as shown in Figure 1, we jointly conduct

the representation learning, partition fusion and clustering.

min
F∗,R,Y,
Fv,Zv

m∑
v=1

‖Xv −XvZv‖2F + λ‖Zv‖2F +Tr((Fv)TLvFv)

︸ ︷︷ ︸
Subspace Representation Construction

+
m∑

v=1

‖Fv − F∗‖2F
︸ ︷︷ ︸
Partition Fusion

+
n∑

i=1

k∑
c=1

(Yi,c)
γ‖tc − F∗

i,:R‖22
︸ ︷︷ ︸

Spectral Rotation

s.t. 0 ≤ Zv
i,j ≤ 1, (Zv)T1 = 1, diag(Zv) = 0,RTR = Ik,

(Fv)TFv = Ik, (F
∗)TF∗ = Ik, Yi,c ≥ 0, Yi,:1k = 1 ,

(2)

where Fv ∈ R
n×k is the clustering indicator matrix of v-

th view. Rotation matrix R ∈ R
k×k is introduced to jointly

optimize the representation and the clustering results. Yi,c

signifies the probability of the i-th sample belonging to the c-th
cluster. tc terms the one-hot vector that the c-th element equals
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to 1 and others are 0, where c ∈ {1, 2, · · · , k}. Based on the

assumption that the clustering structure of individuals should

be similar, we propose to fuse the partition information Fv of

different views into a consensus one F∗. Furthermore, spectral

rotation R is introduced to the consensus indicator matrix to

obtain clustering labels directly, avoiding the additional post-

process step in previous methods. In this way, the affinity

matrices, consensus partition, and final clustering labels matrix

are learned simultaneously in a unified framework. The three

steps negotiate with each other to better serve the clustering

tasks, leading to promising clustering performance. Then, we

propose an iterative algorithm to optimize each variable with

others fixed. Entire process is summarized in Algorithm 1.

Algorithm 1 Algorithm of COMVSC

Input: {Xv}mv=1, clusters k, hyper-parameters λ and γ.

Output: Probability clustering labels Y.

1: while not converged do
2: Zv

i,: = max
(
Ẑv

i,: + αi1, 0
)

, αi is Lagrange multiplier.

3: max
F∗

Tr((F∗)TN), where N = 2
∑m

v=1 F
v +GRT.

4: Update Fv by algorithm [1].

5: max
R

Tr(RTH), where H = (F∗)TG.

6: Yi,c =
(Pi,c)

1
1−γ

∑k
c=1(Pi,c)

1
1−γ

.

7: end while
8: return clustering labels Y.

III. EXPERIMENTS

In this section, we extensively evaluate the clustering prop-

erty of the proposed method on seven widely used multi-view

benchmark datasets. The performance of COMVSC is com-

pared with a single-view clustering algorithm and six state-

of-the-art multi-view methods. Experimental results in Table

I have well demonstrated the effectiveness of our proposed

COMVSC in comparison with other compared methods.

TABLE I
THE ACCURACY OF COMPARED METHODS.

Datasets BBCSport YALE Cornell MSRCv1 Wiki webkb HW

FeaCon 0.3448 0.5091 0.3564 0.4541 0.2338 0.5821 0.5830
MLRSSC [2] 0.4086 0.2539 0.3864 0.4852 0.3033 0.9049 0.3702
LMSC [3] 0.4741 0.7394 0.3487 0.7476 0.4141 0.9163 0.6135
RMKMC [4] 0.3190 0.6121 0.4308 0.7095 0.5743 0.7812 0.6710
mPAC [5] 0.6121 0.7636 0.5692 0.8143 0.5382 0.8211 0.8890
FMR [6] 0.3793 0.6303 0.4000 0.8524 0.5556 0.5423 0.6660
GMC [7] 0.5603 0.6788 0.3692 0.8952 0.3939 0.7869 0.8820
LMVSC [8] 0.4828 0.4849 0.4410 0.8810 0.5137 0.8820 0.8540
Ours 0.6983 0.9152 0.5949 0.9571 0.6061 0.9343 0.9450

We summarize the superiority of the proposed approach

in two aspects: 1) COMVSC employs a joint fusion to

optimize self-representation, partition matrices, and clustering

labels. The three steps can negotiate with each other to best

serve the clustering task, leading to improved performance. 2)

COMVSC combines high-level partition indicators with more

information and less noise and redundancy. These two factors

contribute to improvement in clustering performance.

Besides, we use t-Distributed Stochastic Neighbor Embed-

ding (t-SNE) to visualize the learned representation during the

iterations in Fig. 2. As the algorithm is iterated, the clustering

structure becomes clearer, which visually demonstrates the

feasibility and validity of the proposed method.

(a) 1 iter (b) 5 iter (c) 50 iter

Fig. 2. The cluster structure evolution on Handwritten dataset.

To further illustrate the effectiveness of the one-step strat-

egy, we remove the last spectral rotation term in Eq. (2) and

feed the consensus F∗ into k-means to get the clustering

results (w/o rotation). Compared with the two-step strategy,

our algorithm outperforms it on all datasets in terms of

all metrics. The notable results in Table II demonstrate the

effectiveness and importance of the one-step strategy.

TABLE II
COMPARISON BETWEEN ONE-STEP AND TWO-STEP W.R.T ACCURACY.

Dataset BBCSport yaleA Wikipedia Handwritten

w/o rotation 0.5603 0.8000 0.5498 0.9200
COMVSC 0.6983 0.9273 0.6061 0.9450

IV. CONCLUSION

In this paper, we propose a unified framework that jointly

optimizes graphs, partitions and final clustering labels, which

avoids the sub-optimal solution of existing two-step ap-

proaches. Our COMVSC incorporates multiple information at

the partition level, which not only preserves the view-specific

local clustering structure but also guarantees consistency

among multiple views. Extensive experiments demonstrate the

effectiveness and superiority of our proposed method.
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